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Abstract—Road network extraction from satellite images is a
critical task for various downstream applications such as route
planning and autonomous driving. While state-of-the-art methods
based on deep learning have shown remarkable performance
in terms of accuracy or IoU, even minor prediction errors can
lead to disconnected roads, impacting certain use cases such as
route planning. In this study, we investigate this issue across
multiple models, revealing the presence of incorrectly discon-
nected sections in predicted masks. To address this challenge, we
propose three different approaches based on regularization and
re-weighting. First, we introduce a novel weighting technique
that leverages the inherent properties of the roads. Drawing
inspiration from the medical domain, we explore both implicit
and explicit measures for topological correctness, namely Soft-
cIDice and TopologyLayer. Through extensive evaluation, we
demonstrate modest yet significant improvements in topological
correctness. Qur best results are achieved using soft-clDice,
yielding an enhancement in topological correctness, measured
by clDice from 0.814 to 0.844.

I. INTRODUCTION

The manual extraction of roads from aerial satellite images
is a tedious and time-consuming process. As data volumes
continue to grow, this approach has become impractical, neces-
sitating computer-aided methods as the preferred alternative.

Initially, filtering-based approaches [1l] were used to pro-
duce segmentation maps; however, with the rise of Deep
Learning, the trend has shifted towards Convolutional Neural
Networks [2], [3] and recently towards transformer-based
architectures, such as Vision Transformers [4].

Although current state-of-the-art vision models perform
well in road segmentation tasks, there are still instances where
the results may not be entirely satisfactory for certain appli-
cations. For example, in route planning, roads with multiple
discontinuities can lead to erroneous routes. Hence, ensuring
the topological correctness of predictions, which involves
preserving the road connectivity and avoiding holes within
positive regions, is crucial.

Accurate and topologically correct road segmentation is
challenging because of sparse masks and thin, occasionally
partially occluded, streets. The diversity in landscapes, lighting
conditions, and satellite image quality further complicates this
task. Models optimized solely for prediction performance may
struggle to produce masks that are practically useful. In Fig-
ure |1} we demonstrate how occlusions and label ambiguities
can result in false predictions and unconnected roads.

In this work, we aim to explicitly capture the characteris-
tics of roads and road networks by considering optimization
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Fig. 1: We see that while the prediction is mostly correct
(green), false positives (blue) arise because of label ambi-
guities. False negatives (red) appear mostly in the occluded
regions of the image. The lower example highlights the
phenomenon in which a minor mistake in the prediction leads
to a break in the road network.

with task-specific weighting and regularization. As our first
method, we propose to use a weighting scheme that em-
phasizes edges and corners of roads by assigning a higher
weight to their vicinity. In particular, we use the Canny edge
detection method [3]] to detect the boundaries of road masks,
and take inspiration from GapLoss [6] to extract corners.
After the regions of interest are located, we apply Gaussian
filters to upweight their neighborhood in a decaying fashion.
Furthermore, we propose incorporating topology-aware loss
metrics applied in the medical domain to learn structurally
correct road network masks. TopologyLayer [7] leverages
concepts from the theory of persistent homology to compute
the basic topological features and enforce them as regularizers.
Although this directly measures the topological structure, it
comes with considerable computational costs of O(d?) for a
d-dimensional image. Therefore, we compare Soft-clDice [8]],
which acts as a proxy measure by comparing the skeletons of
the predicted and ground-truth masks.

We conduct a comprehensive evaluation of the proposed
losses on a diverse set of models, aiming to encompass as
many varieties as possible to highlight their impacts. All in
all, we

o Propose a novel weighting of edges and corners for
topological correctness

o Evaluate the performance of clDice and TopologyLayer
taken form the medical domain

o Improve structural correctness of predictions for all con-
sidered models
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II. BACKGROUND

In this section, we introduce three different models used for
evaluating the proposed loss metrics. To gain a comprehensive
understanding of the proposed objectives, we employ a tradi-
tional architecture, UNet++ [9]]; a pre-trained image model
called UPerNet [10]; and SPIN [11]], specifically designed
for road segmentation. To achieve topological correctness in
the segmentation results, we propose a novel re-weighting
technique and explore objectives from the medical domain,
evaluating them for road segmentation.

A. Models

We examine three concepts in our investigation of different
models: a standard benchmark, a model tailored for road
segmentation, and a pretrained model on ImageNet [12] and
ADE20k [13] fine-tuned for road segmentation.

UNet [14] and its enhanced counterpart, UNet++ [9], have
emerged as strong baselines for various image-segmentation
tasks. UNet++, a nested UNet design, effectively addresses
the semantic gap between the encoder and decoder by in-
corporating skip connections with the convolutional layers.
These connections not only bridge the gap, but also improve
the gradient flow, enabling efficient information propagation
throughout the network.

One prominent approach tailored to road segmentation is
Spatial and Interaction Space Graph Reasoning (SPIN) [[L1],
which extracts roads from aerial images. The SPIN model
incorporates an additional road-orientation prediction task,
thereby enhancing its ability to accurately discern road layouts.
Furthermore, it generates two graphs from the original feature
space: one for spatial space reasoning, capturing connectiv-
ity in the spatial space, and another for interaction space
reasoning, which seeks to improve the segregation of road
delineation by considering the semantics of node clusters.
Through graph reasoning at multiple scales of the feature map,
SPIN aims to incorporate long-range contextual information,
thereby enabling robust road segmentations. To investigate
the impact on pretrained models, we employ UPerNet [10]
combined with a ConvNeXt-tiny backbone, which combines
a Feature Pyramid Network (FPN) and a Pyramid Pooling
Module (PPM). To evaluate the effectiveness of fine-tuning
these models, multiple experiments were conducted, including
training only the decoder, using a frozen backbone, and fine-
tuning the entire model after loading the pre-trained weights.
Training the decoder solely with a frozen backbone yielded
subpar results. However, fine-tuning the entire model on the
target dataset resulted in an improved segmentation accuracy.

B. Topological correctness through weighting

Our first approach towards achieving topological correct-
ness leverages the inherent characteristics of roads, such as
their distinguishable boundaries and interconnected nature. To
enforce this, we propose to extract edges and endpoints of
roads from segmentation masks and re-weigh the loss map
with an affine combination of them.

We extract edges from the ground-truth masks using the
Canny edge detector [S] and apply Gaussian smoothing to
articulate their neighborhood. For the endpoints, we extract
corners following GapLoss [6] and perform this online on the
predicted masks. The idea behind this is to emphasize connect-
edness and not only up-weight the ends of the ground-truth
roads but also stress the regions that are currently misidentified
as endpoints. To extract corners, GapLoss [6] initially extracts
the skeleton of the predicted mask. Subsequently, a corner is
defined as a pixel with only one positive pixel in its closest
proximity. Finally, we deviate from GapLoss [6] and up-weight
the neighborhood pixels of corners using a Gaussian filter
instead of an equi-weight filter to better model the decreasing
importance of pixels as we move away from a corner.

Overall, we propose the following novel weighting scheme:

Ww=1- (1 - (Oé + B)) + awcorner + 5Wedge (D
L =mean(W ® Lcg) (2)

where o, 8 < 1, a + 8 < 1, Lok denotes the element-wise
cross-entropy map and Weopner and Weqge are the normalized
corner and edge weight maps respectively.

C. Topological correctness through objectives

We consider two different objectives, which we add to the
classical binary cross-entropy loss function as regularizers.
Soft-clDice uses intersections between masks and their soft
skeletons to compute a topology-preserving metric and loss.
The TopologyLayer, on the other hand, directly leverages
persistent homology. While the use of persistent homology
is more explicit, it comes at a computational cost relative to
soft-skeletonization in soft-cIDice.

1) Soft-clDice: Soft-clDice loss [8] facilitates topologically
correct segmentation of tubular structures. These are often
found in the medical domain, such as in images of vessels
and neurons. However, the tubular-like appearance of roads
in satellite imagery motivates the use of soft-clDice for
road segmentation. Initially, Shit et al. [8] proposed a novel
topology-preserving similarity metric, called clDice. The met-
ric implicitly captures topological correctness by computing
the intersections of the predicted and label masks Vp and Vp,
with their skeletons Sp and S ..

Tprec(SPaVL) = a1 Tsens(SP,VL) = a1

Tprec(SP7 VL) X ﬂSHS(SP7 VL)
Tprec(SP7 VL) + Tsens(SPa VL)

clDice(Vp, Vy,) = 2 X 4)
ClDice is provably topology-preserving [8], with a value of
one corresponding to an ideally preserved topology. Moreover,
Shit et al. [8] introduces a fully differentiable soft skeletoniza-
tion procedure. Accordingly, the soft-clDice loss is essentially
the clDice metric calculated with soft skeletonization. Shit et
al. [8]] calculate the convex combination between the often-
used dice loss [15] and soft-clDice loss.
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Fig. 2: Visual comparison of the predictions using the generally best performing settings (see E)

2) TopologyLayer: With our third approach, we explicitly
include the topological landscape for the predicted segmen-
tations as a regularizer in the training objective. Given a 2D
mask with each pixel assigned a value in [0, 1], we compute
the number of connected components, 3y, and the number of
its holes, (31, using the TopologyLayer package [16]]. These are
the Betti numbers of dimensions 0 and 1. By setting a threshold
t such that pixels above ¢ are mapped to one and else to zero,
we obtain a segmentation mask different from the original.
Continuously lowering ¢ from one to zero yields a series of
such masks, in which topological features first appear and then
gradually vanish. We measure the persistence of each structure
indexed by j by the difference between their "birth” b(j) and
their “death” d(5). Following [7] we fix 3} for each dimension
and sort the topological features based on their persistence. We
can then incorporate prior information about the Betti numbers
for each dimension & as follows,

L= (1= 00)—d@)») + Y (b() —d)
§<Br §>Br
As births and deaths can only take on the values present in the
predicted mask, which in turn are the outputs of our model,
this loss is differentiable. Similar approaches were proposed
by and [[7]. In contrast to [7], we add this loss to the
objective for all labeled instances. Thus, we aim to maximize
the persistence of the first By structures and minimize the rest.

III. METHODOLOGY

In the following section, we describe the experimental
details, including the dataset and the training parameters.

A. Data

The dataset consists of 144 images accompanied by their re-
spective ground-truth masks. To partition the data, we perform
a random split, resulting in 115, 14, and 15 images for training,
validation, and testing, respectively. To address the limited
number of training images and prevent overfitting, we relied
heavily on augmentation, employing rotations, distortions, re-
sizing, color shifts, and jitter techniques. Furthermore, for our
leaderboard submissions, we incorporated additional images
from the EPFL dataset and the RoadTracer dataset [19]
into the training set.

B. Training details

Throughout the experiments for UNet++ and SPIN, we train
all models for 300 epochs using a batch size of 8, cross-
entropy loss function, and Adam [20] optimizer, with a learn-
ing rate of 0.001 and a weight decay of le-4. For UPerNet,
we applied the AdamW [21]] optimizer with a slightly lower
learning rate of 3e-4 and additional losses, namely focal [22],
mean squared error, and MIoU losses. To prevent overfitting
and facilitate learning, the learning rate is dynamically reduced
by reducing the learning rate upon plateau with a patience
of 40 epochs. We report the results for all configurations
in the Appendix. The training duration varied for different
models: UNet requires approximately 40 min, SPIN required
approximately 3h, and UPerNet took approximately 1h and 15
min to complete the training process.



Model Loss Acc IoU clDice | Score
UNet++ Baseline 0.926 | 0.620 | 0.797 | 0.906
Weighting | 0.928 | 0.629 | 0.804 | 0.908

soft-clDice | 0.923 | 0.607 | 0.784 | 0.907

TopoLayer | 0.927 | 0.625 | 0.805 | 0.907

SPIN Baseline 0.936 | 0.668 | 0.814 | 0.915
Weighting | 0.932 | 0.653 | 0.805 | 0.916

soft-clDice | 0.939 | 0.682 | 0.844 | 0.916

TopoLayer | 0.934 | 0.660 | 0.818 | 0.914

UPerNet Baseline 0.932 | 0.645 | 0.820 | 0.908
Weighting | 0.932 | 0.652 | 0.812 | 0.909

soft-clDice | 0.932 | 0.653 | 0.821 | 0.912

TopoLayer | 0.934 | 0.662 | 0.818 | 0.910

TABLE I: Results using general best settings for the different
proposed methods. Specifically, for weighting we use o, =
0.3, for TopologyLayer we use A = 0.01, BO =3, Bl =5 and
for soft-clDice we set A = 0.25

IV. RESULTS

In this section, we analyze our results and compare them
with the performance of the proposed method. In Figure [2]
we provide a visual overview for the effects of the different
methods. Furthermore, we discuss our best scores on the public
leaderboard that were achieved by submitting an ensemble of
models.

A. Loss Evaluation

1) Weighting: Experiments with edge and corner weights
showed minor topological improvements. When only corner
weights were used, there was a small increase in clDice for
SPIN and UPerNet. Edge weights improved UNet++ clDice
by 0.003 and SPIN clDice from 0.814 to 0.825. Combining
both weights showed a similar performance, with the largest
increase in clDice achieved for SPIN.

2) soft-clDice: Both SPIN and UPerNet exhibit improved
clDice for all A > 0. The accuracy and IoU improved
marginally. For UNet++, soft-clDice did not yield any im-
provements in the accuracy, loU, or cIDice.

3) TopoLayer: To reduce the computational cost, the pre-
dictions were resized to 100 x 100 for TopologyLayer loss.
Lower values of BO and Bl produce the best results. UNet++
showed a slight improvement across all metrics with weights
of A = 0.01 and By = 3,3 = 5. The performance was
worse for other configurations. For SPIN, some runs yielded
better clDice scores, but the accuracy and IoU improved
for only one configuration. A downward trend in the clDice
scores was observed for higher weights. UPerNet did not
show an improvement in clDice; accuracy and IoU were only
marginally better than those of the baseline.

B. Comparison

Across all the different objectives, soft-clDice performs the
best for SPIN as can be see in Table [ The improvement is
largest for the clDice metric, which indicates that the soft-
clDice loss indeed helps to enforce topology correctness. We

find that SPIN with soft-clDice loss achieves the highest clDice
metric of 0.8438. TopoLayer has the best clDice score for
UNet++. For the other models this loss leads to a marginally
better clDice score in comparison to the baseline. The weight-
ing based approach has the smallest effect on topological
correctness and performance. Overall the three introduced
approaches have little impact on performance, even though
some improvements in topological correctness are noticeable
in terms of clDice score.

C. Leaderboard Submissions

Both SPIN and UPerNet outperfrom the UNet++ in all
metrics by quite some margin with SPIN edginf slightly higher
on the public leaderboard. Our most successful model on the
leaderboard is an ensemble of SPIN and UPerNet, with an
impressive public score of 0.933. We train these models with
additional data of the EPFL [18]] and RoadTracer datasets [[19]
to enhance performance. The scores of the models can be seen
in Table

Model Acc ToU Public Score
UNet++ | 0.938 | 0.673 0.920
SPIN 0.945 | 0.701 0.928
UPerNet | 0.946 | 0.710 0.927
Top 2 - - 0.933
Top 3 - - 0.932

TABLE II: Results of the best models and their ensembles.

V. SUMMARY AND OUTLOOK

In this study, we introduce a novel edge weighting tech-
nique and adapt methods commonly used in medical image
analysis for road segmentation. By conducting this suervey we
assess their ability to enforce topological correctness, which
we believe to be a crucial property for generating useful
segmentations for downstream applications. While overall
prediction performance as measured by accuracy and IoU
could not be improved by the proposed methods, we find slight
improvements in clDice score for most configurations.

While our approaches did not yield significant improvement
in the analyzed metrics. We believe further research into topo-
logical constraints and losses to be beneficial. Connectedness
plays an import role in many segmentation tasks, such as
delineating organs in medical datasets. Therefore future work
could evaluate the proposed methods on datasets from different
domains.
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APPENDIX A
DETAILED RESULTS FOR WEIGHTING

a==0 UNet++ SPIN UPerNet

Acc ToU clDice Acc TIoU clDice Acc ToU clDice

0 0.926 | 0.620 | 0.797 | 0.936 | 0.668 | 0.814 | 0.932 | 0.645 0.82

0.1 0.926 | 0.619 | 0.797 | 0.933 | 0.652 | 0.811 0.930 | 0.647 | 0.806
0.2 0.926 | 0.621 0.799 | 0935 | 0.663 | 0.821 | 0.933 | 0.657 | 0.813
0.3 0.928 | 0.629 | 0.804 | 0.932 | 0.653 | 0.805 | 0.932 | 0.652 | 0.812
0.4 0.924 | 0.611 0.783 | 0.933 | 0.655 | 0.815 | 0.934 | 0.655 0.82
0.45 0.927 | 0.627 | 0.807 | 0.934 | 0.657 | 0.805 | 0.929 | 0.637 | 0.801

TABLE III: Results using both edge and corner weights simultaneously, with equal strength.

a UNet++ SPIN UPerNet

Acc TIoU clDice Acc ToU clDice Acc TIoU clDice
0 0.926 | 0.620 | 0.797 | 0.936 | 0.668 | 0.814 | 0.932 | 0.645 0.82

0.2 0.925 | 0.617 | 0.792 | 0.933 | 0.659 | 0.822 | 0.929 | 0.629 | 0.808

0.4 0.926 | 0.619 | 0.792 | 0.934 | 0.663 | 0.822 | 0.934 | 0.661 | 0.822

0.6 0.927 | 0.623 | 0.791 0.934 | 0.659 | 0.821 0.926 | 0.625 | 0.792

0.8 0.925 | 0.612 | 0.791 0.931 | 0.649 | 0.809 | 0.927 | 0.629 | 0.801

TABLE IV: Results using corner weights with different strength.

B UNet++ SPIN UPerNet

Acc TIoU clDice Acc ToU clDice Acc TIoU clDice
0 0.926 | 0.620 | 0.797 | 0.936 | 0.668 | 0.814 | 0.932 | 0.645 0.82

0.2 0919 | 0577 | 0.768 | 0.935 | 0.664 | 0.822 | 0.935 | 0.669 | 0.821

0.4 0.921 | 0597 | 0.784 | 0.935 | 0.666 | 0.825 | 0.934 | 0.659 | 0.823

0.6 0.927 | 0.631 | 0.800 | 0.932 | 0.652 | 0.813 | 0.932 | 0.655 | 0.811

0.8 0918 | 0.600 | 0.774 | 0.932 | 0.654 | 0.811 0.934 | 0.658 | 0.815

TABLE V: Results using edge weights with different strength.

APPENDIX B
DETAILED RESULTS FOR TOPOLOGYLAYER LOSS

)
)|

A Bo | B1 UNet++ SPIN UPerNet

Acc IoU clDice Acc IoU clDice Acc IoU clDice

0 - - 0.926 | 0.620 | 0.797 | 0.936 | 0.668 | 0.814 | 0.932 | 0.645 0.82
3 3 0.922 | 0.606 | 0.785 | 0935 | 0.663 | 0.825 | 0.932 | 0.653 | 0.808

0.01 3 5 0.927 | 0.625 | 0.805 | 0.934 | 0.660 | 0.818 | 0.934 | 0.662 | 0.818
3 7 0.922 | 0.604 | 0.779 | 0.935 | 0.668 | 0.828 | 0.934 | 0.663 | 0.818

3 3 0.922 | 0598 | 0.789 | 0.937 | 0.678 | 0.836 | 0.929 | 0.644 | 0.789

0.02 3 5 0.922 | 0.587 | 0.775 | 0928 | 0.629 | 0.796 | 0.933 | 0.650 | 0.803
3 7 0.925 | 0.616 | 0.791 0932 | 0.654 | 0.813 | 0.931 | 0.650 | 0.784

3 3 0.920 | 0.590 | 0.744 | 0.929 | 0.649 | 0.712 | 0.931 | 0.651 0.788

0.05 3 5 0.922 | 0599 | 0.767 | 0.924 | 0.612 | 0.704 | 0.934 | 0.660 | 0.796
3 7 0911 | 0.551 0.729 | 0920 | 0.595 | 0.628 | 0.928 | 0.638 | 0.707

TABLE VI: Results using the TopologyLayer loss.



APPENDIX C

DETAILED RESULTS FOR SOFT-CLDICE

A UNet++ SPIN UPerNet
Acc ToU clDice Acc TIoU cIDice Acc IoU clDice
0 0.926 | 0.620 | 0.797 | 0.936 | 0.668 | 0.814 | 0.934 | 0.645 0.82
0.25 0.923 | 0.607 | 0.784 | 0.939 | 0.682 | 0.844 | 0.932 | 0.653 | 0.821
0.5 0.925 | 0.617 | 0.791 0.934 | 0.658 | 0.818 | 0.936 | 0.666 | 0.822
0.75 0.920 | 0.588 | 0.774 | 0.934 | 0.666 | 0.818 | 0.935 | 0.667 | 0.835
1 0.924 | 0.603 | 0.790 | 0.934 | 0.664 | 0.823 | 0.933 | 0.651 0.822

TABLE VII: Results using soft-cIDice.
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